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ABSTRACT

Decarbonisation is a difficult process and a core scepticism lies in entiafty higher cost of
energy due, for instance, to the Emission Trading System. It is possigle to analyse the energy
transition process and provide guidance for policy action s to int®grated planning tools.
This research explores the impact of carbon prices on th&gp design of the Italian energy
f able energy sources as well
as on consumers’ energy cost. The research emplg, goftware under different carbon
ergy mix, cost of electricity and
hydrogen. The outcomes show how different*Car ends lead to different energy costs
until 90% renewable penetration, point a h the Sgrgy mix is mostly detached from carbon
pricing mechanisms and energy costs bed@me stajle and independent from external price signals.

KEYWORDS

Smart energy system, En delg€, 100% renewable energy system, Energy economy, Carbon

price.
INTRODUCTION

The full decarh n of economies is a world-wide topic with most countries, and full

continents, owards achieving this results [1]. Such commitment has prompt the
developmgnt Qf ener@y modelling tools to research and analyse 100% renewable energy systems
[2]. Thanks dies, it has been proven that such goal is indeed achievable [3]; however it
is n 1 sk and indeed both technical [4] and economic [5] challenges exist. From a

for fic#ility [6]. Even though electric batteries (EBs) represent part of the solution they, alone,
cannot entirely solve the problem in the most economical way [7] especially when considering
life-cycle analysis [8]. This has led to the development of the concept of smart energy systems
that favours the development of multi-source and multi-vector energy systems that fully exploit
the potential offered by sector coupling solutions [9]. Indeed research in the field of sector
coupling has grown enormously [10]. Chovancova et al. [11] analyse the impact of the
transportation sector in the European Union; while Karameros et al. [12] specifically analysed the
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impact of electric vehicles at micro-grid level. Nevertheless, transport is not the only sector that is
analysed, indeed Hosseinnejad et al. [13] analysed the important water-energy nexus. The heating
sector is also an important sector for this topic as demonstrated by the high amount of research in
literature. As examples the research of Catrini et al. [14] is mentioned in which the optimal design
and operation of thermal grids is discussed. Also, Baglivo et al. [15] analysed an important
enabling technology that is the air source heat pump under varying climate change assumptions.
In terms of policies, currently, one of the most important policy-tools towards the energy
transition is the carbon tax (or carbon pricing) that can increase the marketability of sustainable
and carbon-free technologies [16]. Nevertheless, such tool must be used with caution in order to
avoid a negative impact on the economy. This is particularly worrisome for some key energy
consuming sectors such as transportation and industry [17]. If for heating and light gansport,
electrification is considered the main decarbonisation strategy [18]; the same canno i
heavy and long-range transport as well as for industry since this is not yet feasible o
Indeed, it has been analysed that a fast decarbonisation of hard-to-abate sectq
investment in technologies that might not be market ready and thus will leg :
for consumers [19]. Nevertheless, there are studies that prove that the 3
consumers would be limited and the most significant overprice would befolig

indirect impact on related economic sectors as well as unemplo
for concerns. Therefore, innovative solutions are needed to
decarbonise sectors [21].

Also for electricity prices, it has been studied tha;
energy cost and as such could increase energy pove
examines the effects of the European Union’s Ema .
prices. Pereira et al. analysed its impact en erty [23]. Other studies focus on
understanding the pass-through rates rangin 100% 1in the electricity sector [24]. This
is also confirmed by Hintermann for the ghecific ca® of Germany [25].

Research on the market impact of pu:
approaches projected pass-througifra
reference [27], who estimates
market.

Reference [28] find thgtay rage, the wholesale electricity price rose by 90% of the increase
in carbon costs for coa

change in profits (g % ¢ fixed costs) as a result of the carbon tax package.
Among the lim @ b

CO® emissions in hard-to-

ergy {ransition could increase the
ded, a substantial body of literature
Scheme (EU ETS) on electricity

ng from 17% to 400% [26]. An exception is
rogbh rate closer to 100% for the Western Australian

of empirical studies conducted after implementation of the carbon

pricing mech. , Rafergfice [29] examined the impact of a carbon tax from July 2010 to October
2013, usi nthlydata while controlling for coal and natural gas prices as well as electricity

demand. Thi d pass-through rates ranged from 101% to 132%.
tricity cost could create several issues, Priesmann et al. [30] investigated how

the comunity could put at serious risk the whole energy transition [31].

Furthermore, another broad range of literature analyse the possible solutions. Santamouris
[32] concluded that the economic assistance, in the form of subsidies, has been the main policy of
European countries to minimise the burden of energy costs for households with low incomes; even
though, this solution does not provide energy-poor households with a long-term solution. On the
contrary, it merely minimises the risk of poverty in the short term [33]. The literature argues that
rehabilitation programmes, to improve the energy performance of buildings, should provide a
long-term solution for households threatened by energy poverty [32].

On the other hand, Hasheminasab et al. [34] concluded that renewable energy sources can
satisfy the energy demand and tackle Energy Poverty.



In this context, it is also important to consider the decarbonisation of hard-to-abate sectors
such as transport and industry. Hydrogen is considered an essential technology to unlock the full
decarbonisation of such sectors as mentioned in various studies analysed in the review paper [35].

In this framework, it is of utmost importance to understand how the energy transition would
impact the cost of energy production and as such the cost of living. Indeed, the present research
aims at understanding how different carbon pricing trends can impact the optimal energy mix and
the cost of energy production.

In order to assess the impact on the real cost of electricity and hydrogen, the future role of
different technologies and to identify the best allocation of different decarbonisation options,
computational energy models are key tools to support energy planning processes [36]. Bgttom-up
energy models allow to analyse different options for the energy system decarbqgffsation by
investigating the role of different renewable and Power-to-X technologies [37].

One of the main differences between energy models is due to their approach ither
simulation or optimisation [38]. Models based on simulation tend to run diffgge 10s with
a varying setting of the variables under study and analyse the obtained res cntification
of the “preferred” solution is based on the analysis of such results erience of the

modeler. Optimisation models instead identify the mathematical m orce the objective
function is properly defined [39]. Depending on the mathematic ch mlodels can be linear,
mixed integer and non-linear [40].

Models can be either based on a horizon year [41] or can be -term thus analysing several

ays [427]. The H2RES model, that is
viding a long-term model with a
ions that is also open-source; thus

years and being able to the so-called energy transition g
used in this research, has been developed with the i
hourly-resolution and the ability to analyse sector
filling a pre-existing gap in the universe of en

Another gap in research is the evaluation®f thg cosWof energy production as a result of long-
term optimisation that most times stopf’ at’ ment®ning the total cost of the system without
separating such costs for the differengsedors. Siich lack leads to unclear results in terms of cost
of energy for consumers of differeqftype, esidential to industrial.

The purpose and novelty ofstisNgapeghs to analyse the impact of different carbon pricing
scenarios on the optimal ene th&mvestment on flexible technologies and sector coupling
solutions (e.g. storage, hy. chnologies, heat pumps, electric boilers) and thus on the energy
price, intended as elect drogen price, that will directly impact the cost of energy for
is among the main tools that have been identified by the EU to

users. Indeed, carbgf™ P
“incentivise” the % ean technologies, or more precisely to disincentivise the use of
polluting one g concerns about the energy price during such transition that could lead

to economjc aMd socl issues. This research does not take into account delocalisation of industries
or other buS us assumes that the Carbon Border Adjustment Mechanism will work
perfz

In

t sections at first the case study will be duly presented, then the H2ZRES model will
d and then the scenarios that will be analysed. In the next section the obtained results
esented and discussed and in the end the conclusions of this research will be shown.

be
will b

MATERIAL AND METHODS

The main objective of this research is to identify the economic optimal energy mix of the
Italian energy system while gradually decarbonizing it under different carbon price assumptions.
To do so, the H2RES software has been utilized as briefly described in the following section. For
more information on the model here the official website to download the open-source software is
referenced [44], as well as additional references where the model has been already tested and
validated [43][45][46].
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H2RES energy model

H2RES is an open-source software for long-term optimisation of energy systems that adopt
power-to-X solutions. The model is based on an hourly time resolution and has a high technical
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resolution. The sectors that are considered in the model are power, heating, industry and transport.
A schematic flowchart of the model is shown in Figure 1.
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e cost of the energy system and
for each year of simulation. The

ineq. (1):

z z z dfy[vCipyDipy + C @+ Ry pyRamp,,, + 1, Imp, M
y p ¢t

+ CO,Pric ev

All the cost endured
cost, capital cost, ram

Indeed, Dy p,, repr
(expressed in M
dispatched erfergy d

that dete
referre

The term K; represents the annualized capital cost of each technology multiplied to Inv,,,
(expressed in €/MW), the capacity that is invested every year, and C;,, (expressed in MW), the
investment cost of said technology in said year. This gives the liberty to perceive the effect of
a learning curve and thus the decrease in cost through time of certain technologies.

R, .y, the third term of the equation, represents the operation of ramping up or down of
technology t in every hour of each simulated year (expressed in MW) that is multiplied to

[3

{

VCtpy =

ergy system are included in Equation 1 such as dispatching
port as well as cost of carbon dioxide (CO2) emissions.
energy that is dispatched by technology #, in hour p of year y
t,p,y 18 the variable cost (expressed in €/MWh) related to such
ent on the specific technology ¢ and mainly based on its efficiency
the @ised fuel, and its cost, as well as operation and maintenance cost that are
elCost” (expressed in €/ MWh) as described in eq. (2):

FuelCost,

ef fi tp.y

Lp.y ]

+ NonFuelCost, ,,

Ramp, p,, that is the unit cost of such operation (expressed in €/MW).
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I, , instead is the amount of imported energy (expressed in MWh) and is multiplied to Imp,, ,,,
the cost of imported energy (expressed in €/ MWh), that can be decided for each hour of each
simulated year by the user.

The last term of the equation represents the cost of CO2 emissions, obtained multiplying the
emission of each technology (CO,Levels;,, ) and the cost of said emissions (CO,Price,)
representing the carbon pricing mechanism in place.

Regarding the analysis of other sectors, the heating one is the sector that is modelled with
the highest detail. Indeed, for the heating sector district heating networks are clustered together
by technology and fuel (e.g. all district heating supplied by a gas-fired CHP are clustered
together) while the remaining heating demand is inputted separately. All technologies that
supply the heating demand are an input to the model that optimise the operatiogpof such
technologies thus leading to the final demands of different energy vectors. Theq€Qodel also
optimise the investment in different technologies such as heat pumps, electric bgs d other
boilers using several fuels, depending on the installed . Industrial and transpad dethands
are inputted as different energy vector demands for each year. The model jiweg ¢ the use
of technologies to supply such demands (e.g. electricity, hydrogen). F @ energy vector
and demand, the model is constrained to ensure that the productio apoyof such vector

Q

must match the demand (i.e. electricity, heating, hydrogen, v |s used for power
production but also for industry and transportation).

In terms of policy options, the HZRES model enables maXimum values of CO:
emissions, minimum values of RES share and the maxiggn vali®of critical excess electricity
production (CEEP).

As previously mentioned, more details on th ¢ left to other sources, since the

algorithms have not been expanded by this res

Technical and economic assumptions

From a policy constraints point of fiew, ¢he research did not impose any RES share in
electricity nor other sub-sectors. Th¢”m olficy imposition was on the overall emissions in
years 2030 and 2050 based on offigi jectives for Italian, and most European Countries, to
track Country’s decarbonisatj 0 ased on official Italian data [47]. It has also been
considered both a CEEP li identified as maximum acceptable value for energy
planning purposes [48 EEP price of 45 €/ MWh that is considered as “cost of

C med based on average cost of production in Italy for RES

*asing by 1% each year starting from the fist simulated year, i.e. 2020. While
factors of solar, wind and hydro units they have been assumed to remain
ghout the years.

Table 1. Input data for H2RES model

Technology Units 2020 zlg?), (l\g(;gl:)mt)z 050 Efficiency/FLHs Source
PEMFC MW 13 1.1 0.9 0.8 50% [49]
SOFC MW 33 2 1.3 0.8 60% [49]
Alkaline MW 0.65 045 03 025 66.5-78 [49]
Electrolyser
SOEC MW 77-83.5% [49]

Electrolyser 45 19 13 078



_ 0
PEM = MW 95 065 o045 04 O8705% [49]

Electrolyser
H2 storage - MWh ) 057 0045 0.027 0021 ~ [49]
(tanks)

BV MW 092 058 042 o033 L179Dyr [S01(51]
Oq-shore MW 179 107 092 086 1853 h/yr [50][52]
Wind
Offshore MW 0 o0 e 159 2131Nr (501[52]
Wind
: QK0
biomass — MWw 47 447 0425 0404 708 ]
boiler

gas boiler MWqan 0278 0.265 0.252 0.24  90% ]
air-to-water MWy 12 1076 1.016 0.956 3.282 (SCOO

HPs evaluated)

geothermal MWy, 1932 1836 174 1566 4.621 SCOT [49]
HP evaluat
Electric MW 100% [49]

) 0.89 0.85 0.81 0.77
boilers

The maximum capacity allowed to be installed is shg

Table 2. VRES capacity installatiog ot

Ttaly [53][50] [54]

In the following su 3 scenarios that have been analysed are described.

Carbon price Varsc narios

The analygCd scchaids entail a varying carbon price as shown in Table 3.

able 3. Carbon price trends and scenarios for H2RES model

e Carbon Price €/tonCO>

2023 2025 2030 2035 2040 2045 2050 Source
StaBier
Medium- 953 490 120 160 200 280 350 [55]
Increase
(SMI)
Low-to-
High- 85.3 80 70 130 300 500 500 [56]
(LtH)
Stable-
Low- 85.3 90 100 100 110 120 130 assumption
Increase

(SLI)




All scenarios starts from the average price that has been recorded in 2023, one of the highest
yearly average ever since the ETS system has been set up [57].

Starting from such common point the 3 scenarios see different trends. The Low-to-High
(LtH) scenario sees a decrease in the carbon price to pre-war and pre-pandemic values until
2030. Year after which the carbon price sees a steep increase in order to reach the ambitious
target of full decarbonisation by 2050. This trend reflects the outcomes of the POLES model
developed by Enerdata in collaboration with the European Commission’s JRC IPTS and
University of Grenoble-CNRS (EDDEN laboratory) [56].

The Stable-Medium-Increase (SMI) scenario represents a stable increase in cost up until a
maximum value of 350 €/tonCO> in 2050 and it is the result of the LIME-EU model

The Stable-Low-Increase (SLI) scenario represents a stably increasing price wi low
maximum price of 130 €/tCO; in 2050. This scenario is based on assumptio by the
authors and represents the unlikely scenario in which the market is able to d even
faster than the EU can hope and as such the ETS cap on emission has a t on the

carbon price increase.

Cost of Energy

uld have on the cost of
ostf Hydrogen (LCOH>)

In order to understand the impact that a varying carbon
energy the Levelised Cost of Electricity (LCOE) and the Levelyg
have been evaluated in the different scenarios.

The simplified LCOE and LCOH> have been evaj#fa ingularly for each technology as
per the following equations (3)(4) based on [58]:

CAPEX * (crf

LCOE = Cj (3)
LCOH, = + 0&Myiyeq) + 0&M,q, )
H 2,gen
Where:
o CAE nts the initial investment (expressed in €)

al recovery factor;
represents the yearly fixed cost for O&M and is expressed as percentage

Q&M,,,, are the yearly variable cost based on the yearly production of either

electricity of hydrogen assumed to be constant along the years (expressed in €);

Egen and Hj gep are the yearly energy production assumed constant in the
technology lifetime (evaluated as an average of the overall production during the
whole technology lifetime), expressed in MWh.

Respectively the Eg,p, and H, 4o have been evaluated based on the actual output of the
simulated scenarios in order to respect the perfect foresight of the model and reflect that in the
post-processed results.

The LCOE and LCOH, were calculated for each technology for each year of installation, then
the yearly LCOE and LCOH, were evaluated yearly as a weighted average of the installed
capacity of each technology based on the installed capacity each previous year considering of
course the technology lifetime.



In theory, in order to evaluate the LCOE it was necessary to first assume a cost of hydrogen in
order to evaluate the LCOE of Fuel cell technologies. Once the LCOE of all technologies had
been evaluated it was possible to calculate the Energy Generation cost of the Italian Energy
System as a whole. Only after having evaluate this value it was possible to evaluate the LCOH,,
the obtained value was then compared to the previously assumed one to evaluate the FC LCOE
and an iterative process was performed when necessary (i.e. for errors over 5%). Nevertheless, it
would be necessary to develop the iterative analysis with different initial hydrogen prices since
they might influence the obtained LCOH, if their impact on the overall energy generation cost
was too high. Thus, the dependence of these two should be analysed. This was not an issue since
FC were not installed by the optimisation.

As per the energy generation cost this has been evaluated based on technologies LGOEs for
two different market structures that are the Pay-as-Bid and the System Marginal Prig€ [53]. The
Pay-as-Bid better represents the actual generation cost and the model’s approach 1d thus
represent the real cost of generation. Nevertheless, the System Marginal Price sents

f -
the actual cost of energy from a market perspective.

(72)

CASE STUDY - THE ITALIAN ENERGY SYSTEM

This research adopts as case study the Italian energy system as

The inputs for the H2ZRES model have been considered to bg
is based mostly on Eurostat data [60] plus information providedSgg#tficial Italian documentation,
namely from Terna, Italian TSO [61], the Italian Ministryggr the Pglogic Transition (Ministero
della Transizione Ecologica) [62] and ISPRA (Istitut
ambientale) [63]. Particularly, the considered G ghs in 2019 are limited to 313.8
MtCO2¢q [63] (evaluated as total GHG emissi i crgy fugitives, industrial processes
and waste that are not modelled and canp#fbe 1sed by the model) while the other
constraints for emissions are set for 2030 elg3.7% less than those of 2005 [64] evaluated
with the same assumption as for 2020,§thus egual’to 246.7 MtCOaeq, and for 2050 with full
decarbonisation. The simulated pgffod€gtartgdin 2020 even though the data from energy
consumption are from 2019 that h n considered more reliable since based on pre-COVID
times.

From Table 4 to Table 1

opted for the Italian energy system model are shown.

le 4. Electricity demand by sector

Sector Electricity consumption

(TWh)
ouseholds and Services 154.8
Industry 119.5

Transport 11.5
Consumption of the energy branch 19.8
Distribution and transmission losses 17.8
Import 43.9

Export 5.8

Table 5. Heating demand by technology

Technology Fuel consumption
(TWh)
Natural Gas boilers 247.5
Oil boilers 29.03
Biomass boilers 73.3

Heat pump 29.0 (Ambient heat)



Thermal solar 2.5

Table 6. District Heating demand

DH Heat demand
(TWh)
Households and Services supplied by 4.0
boilers
Households and Services supplied by CHPs 10.1
Industry supplied by CHP 50.1

Table 7. Transport demand

Fuel
Diesel
Petrol
LPG
NG
Jet Fuel
Biofuels
Electricity
Table 8. Industgf fu d
Industry Annual consumption
(TWh)
Coal 6.9
i :) 115.1
99.3
4.9

Wable electricity capacity and annual generation

Capacity Electricity generation

(GW) potential

(TWh)
22.8 46.3

20.1 23.7

Wind 10.9 20.2
Bioenergy 4.2 19.5
Geothermal 0.8 6.0

Table 10. Central power plants capacity and national average efficiencies

Technology Capacity Electrical Thermal
(GW)  efficiency (-) efficiency (-)
NG - Electricity only 24.1 0.532 -
Oil - Electricity only 0.5 0.401 -
Coal - Electricity only 8.3 0.376 -
Biomass - Electricity only 1.9 0.413

NG - Combined Heat and Power 17.1 0.436 0.238



Oil - Combined Heat and Power 2.5 0.325 0.219
Biomass - Combined Heat and 22 0.287 0.316
Power

The decarbonisation pathways of the transport sector has been considered as an input since
the model does not fully optimise such sector yet. Indeed, light-duty vehicles have been
assumed to shift towards electrification with a linear trend reaching a maximum value of 90%
share of the overall fleet in 2050. Heavy-duty vehicles instead are assumed to be decarbonized
through the use of Synthetic Liquid Fuels (SLFs) obtained by biomass hydrogenation [65]. The
solution has already been proven by Korberg et al. [66]. The trend of decarbonization of heavy-
duty transport is also linear starting only in 2035 and reaching full decarbonization in 2Q50.

The decarbonisation pathway of the industrial sector instead is assumed considerigg that only
part of it can be electrified, i.e. 13 TWh/yr, and a linear trend has been considg
remaining demand is considered to shift to a mix of synthetic liquid fuels and '

gas starting from 2035 with a linear growth until reaching the full decarboniggiig

sector in 2050.
Based on these assumptions Figure 2 is obtained, it depicts t g e
hydrogen demand throughout the analysed years.
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assumptions a 67] and [68].
RESULT DISCUSSION

It the three analysed scenarios are compared and discussed upon. The discussion
of res s at understanding general terms that might be valid for different contexts than the

Ita¥gn ca$ study. In Figure 3, the different investment trends can be seen.
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N

As expected, the generation patterns reflect the capacity investment. In T , the
investment in electrolysers (ELY) are shown for the 3 scenarios.
Table 12. Investment in electrolysers and hydrogen storage technologi D in MW

and MWh, respectively.

Scenario  Tech 2025 2030
SMI Alkaline (MW) 0 480
H; storage MWh) 0 3364
SLI Alkaline (MW) 0 480
H; storage (MWh) 0 3364 191302 0
LiH Alkaline (MW) 0 480 19041 7343 6238
H, storage (MWh) 0 33 202184 0 0
As suggested by the previous figure onlyNgffect that different carbon price trends have

are a slight difference in the timing
scenario compared to both the S
scenario enables to delay the ingg

ivestni@nt with the biggest difference being in the SLI
cenarios. Indeed, the stable growth of the SLI
LY thus obtaining lower CAPEX. Nevertheless, in

dustrial demand is increased and the need for flexibility

due to variable RES is a he hydrogen production is strictly connected to the industrial

demand that is showzsigF

.& Ison of LCOE for RES technologies is shown.
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Figure 5. Renewable Generators Levelised Cost of Electricity per year of installation
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It must be explained that LCOE for offshore wind is not represented until 2040 because that
is the first year when the technology is installed. Given that the LCOE is evaluated based on the
perfect foreseeable production, this cannot be evaluated for previous years. Furthermore, the PV
and onshore wind’s LCOEs are constant until 2035 because no new investment are made in those
years as previously explained (see discussion of Figure 3).

Figure 6 shows the electricity energy price of the whole system.
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Figure 6. Yearly electricity generation cost for a) Pay-as-Bid wal Price markets
structure

2 58 8332888
& 8 5838 8
8

Average Cost of Electricity (€/MWh)
8

Average Cost of Electricity (€/MWh)

o B

Figure 6 shows the difference in the cost of electricity price thdgvould then be reflected in the
cost of electricity for consumers. The first important oug R notice is that from 2040 onwards
due to the very high RES share
(higher than 90%) that is needed to fulfil the over 851 onstraint that detach the electricity
cost to the carbon price as well as the fluc al market price and thus protecting
Countries and their consumers to geopoliti ility*as well. It is noteworthy to notice that the

and onwards for the same reason expairQd abgye, thus the high RES share with similar LCOE
thus avoiding an excessive extradgro 0o much more expensive traditional, fossil fuel
supplied, generators.

It is also interesting to nof

SMI shows to have the highest cost of electricity each

evolves during the ansition with the highest prices in 2030 and 2035 for PaB and SMP,
respectively. 3 be seen for the SLI scenario with the only difference in having the
peak pricegn 2030 ol both market systems. In comparison with the SMI scenario, SLI always has
lower due to the lower carbon price.

1 nd can be seen for the LtH scenario. LtH manages to have lower electricity price
ingthe efore 2035 since the carbon price is the lowest than all scenarios. Then, in 2035 an

incigse 1§ seen in both market structures, but while it matches the other scenarios’ results in the
PaB mdfket, it surpass the SLI in the SMP market due to the steep increase in carbon price that is
not matched by the newly installed RES generators. It must be said that we are comparing
scenarios with the same overall emissions with different carbon prices and by doing this we are
assuming that the decarbonisation is indeed somehow separated from the carbon pricing systems.
This assumption causes some possible alteration due to the fact that, for instance, the LtH scenario
has the time to reach a higher RES share before establishing higher carbon prices thus avoiding to
pay the carbon cost in the years when it matters the most.

The highest difference in average cost of electricity is found in 2030 for PaB (i.e. 13 €/ MWh)
between SMI, the highest, and LtH, the lowest; while for SMP the highest difference is found in
2035 and it equates to 29 €/MWh between SMI, the highest, and SLI, the lowest.
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It is noteworthy to underline, that even if scenarios have the same carbon tax in year 2020, due
to the method adopted to evaluate LCOEs based on the actual production along the whole
technology lifetime, the LCOE of technologies may change since the production in sequent years
is affected by the carbon tax thus leading to different denominators, thus different LCOE and
yearly electricity generation both with PaB and SMP.

Regarding the LCOH>, this has been evaluated for the two market structures as well as for
completely green hydrogen under the assumption that all hydrogen production would rely on
Power Purchase Agreements (PPAs) with newly installed RES generators (a weighted average of
the RES installed in the same year as the hydrogen technologies). The results are shown in Figure

7. /‘
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Figure 7.fLeveli st of hydrogen for a) Pay-as-Bid martket, b) Marginal Price market and c)
Green hydrogen through Power Purchase Agreement

free markets (e.g. PaB and SMP), the same trends that had been encountered
apd desegibRg for cost of electricity can be seen once again and this is of course due to the cost of
leSygici
e G

LCOH2 (€/kgH2)
- vt
o o~ b

-

e hat is needed for hydrogen production. What is interesting to notice is that even though
th Hydrogen assumption avoids an increase in cost during the transition, that is instead
happening in both PaB and SMP with peaks encountered in 2040 and 2035 respectively, it always
ends up in higher costs than the PaB solution. This is due to the fact that PPA are medium to long-
term contracts, thus hydrogen production does not benefit from new and cheaper RES installations
like it does when connected to the market. So, PPA ensure more stable prices but do not ensure
cheaper prices than the market. Thus, green hydrogen should be incentivised otherwise the market
solution might be totally or partially preferred thus leading to not-100%-green hydrogen.

The developed analysis has proved once again that carbon pricing mechanisms is a powerful
and impactful tool and as such must be applied with caution. Indeed, it has an impact on the
electricity production cost that can be as high as 13 €/ MWh with a peak in 2030 (see Figure 6),
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year after which the RES share is high enough, and RES generators are so competitive that the
LCOE is practically disconnected from carbon pricing. This latter statement also proves the
importance of RES and self-sufficiency in terms of stability. In terms of hydrogen production, the
LCOH2: shows a similar trend than the one identified for the LCOE and similar outcomes can be
drawn. Additionally, an interesting insight can be done for green hydrogen and the use of PPA.
Indeed, they seem to be the optimal solution during the transition period when due to the carbon
pricing mechanism and the presence of fossil-fuelled power plant the power grid has a higher cost
than RES generators. Nevertheless, this is not true once higher RES share are reached in the power
grid that lead to the PPA being more expensive than the power grid and the free market since they
are relying on older, and more expensive, technologies. On the other hand, it is also interesting to
notice that the selection of technologies for the optimal power mix is not very much impacted by
the carbon tax. This results are linked to the particular case study that has been analyg€d Qut can
also be generalised to other similar contexts. In particular, the results obtain green
hydrogen pricing and the impact of PPAs are true for every case study.

CONCLUSION

The aim of this paper was to understand the impact of car
electricity generation that directly affects the cost at consumer 1 urse the obtained
results have to be considered strongly connected to the assu de in terms of method
and input data. In order to reach the foreseen goal, three dif carbon pricing trends from
2025 to 2050 have been analysed. Results of this analysissshow ™hgt the overall emission limit
must be either removed or at least adapted to the carbeff o trend in order to appreciate the

n the cost of

it has been possible to notice how both elec
depending on the applied carbon price. The
as possible the carbon price in the first y, witly the security that it will rise drastically after

2030. If by 2030 the CO» emissions areffeducegd, we can assume that this could happen thanks
to other external drivers and thanks ## engte of a much higher carbon price later, then the
lowest electricity prices are met f@g th -2050 time frame. The exact same trend can be
seen for the levelized cost of] W has also been concluded that the PPA solution on

This research repres witial analysis but many options for further investigations are
possible. Indeed, dffferchg gnds of carbon pricing should be analysed as well as the possibility
to either elimi a& bon emission constraint or connect it to the carbon pricing thus
neglecting otlifer exte factors and drivers for the energy transition. Furthermore, another
research tlegt We authors aim at investigating is the levelized cost of storage and how this is
rease in RES share for balancing purposes and also the levelized cost of
“For research purposes, be differentiated between residential and industrial heat.
be interesting to investigate the link between fossil fuel prices and trends with
price (i.e. electricity, hydrogen and heat). Additionally, it should also be considered
a varying import price and the possibility of grid expansion towards foreign Countries in order
to include these variables within the optimisation problem.
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NOMENCLATURE

A table for List of abbreviations used in the paper is shown below:

Capital Expenditure CAPEX
Carbon Dioxide CO2
Combined Heat & Power CHP
Critical Excess Electricity Production CEEP
Electric batteries EBs
Electrolyser ELY
European Union’s Emission Trading Scheme

Heat Pump

Istituto superiore per la protezione e la ricerca ambientale RA
Levelised Cost of Electricity OE
Levelised Cost of Hydrogen LCOH»
Liquified Petroleum Gas LPG
Low-to-High LtH
Natural Gas NG

Operation & Maintenance & o&M
Pay-as-Bid PaB
Photovoltaic PV

Power Purchase Agreeme PPAs
Proton-exchange memb PEM
Proton-exchange el cell PEMFC

Renewable Ej @o es RES
Solid Oxg 8LCo SOFC
Solid Elgetrolyser Cell SOEC

t sIncrease SLI
Sta edium- Increase SMI
etic Liquid Fuels SLFs
System Marginal Price SMP
Transmission System Operator TSO
Wind Turbines WTs
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